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## Fractional Brownian motion

## Definition

A Gaussian stochastic process $B=\left\{B_{t} ; t \geq 0\right\}$ is called a fractional Brownian motion ( fBm ) of Hurst parameter $H \in(0,1)$ if it has zero mean and covariance fuction

$$
R_{H}(t, s)=E\left(B_{t} B_{s}\right)=\frac{1}{2}\left(t^{2 H}+s^{2 H}-|t-s|^{2 H}\right) .
$$
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- $B$ has no bounded variation paths.
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## Remarks

a) For $H<1 / 2$,
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- For $H<1 / 2$,

$$
K_{H}^{*} f=\phi_{f},
$$

with $f(s)=c_{H} s^{\frac{1}{2}-H}\left(I^{\frac{1}{2}-H} u^{H-\frac{1}{2}} \phi_{f}(u)\right)(s), s \in[0, T]$.

## Representation of Wiener integrals

Moreover, there exists an isometry $K_{H}^{*}: \mathcal{H} \rightarrow L^{2}([0, T])$ and a Brownian motion $W$ such that :
(1) $I(\phi)=\int_{0}^{T}\left(K_{H}^{*} \phi\right)(s) d W_{s}$.
(2) $K_{H}^{*} I_{[0, t]}=K_{H}(t, \cdot)$.
(3) For $H<1 / 2$,

$$
K_{H}^{*} f=\phi_{f},
$$

with $f(s)=c_{H} s^{\frac{1}{2}-H}\left(I_{T_{-}}^{\frac{1}{2}-H} u^{H-\frac{1}{2}} \phi_{f}(u)\right)(s), s \in[0, T]$.
(4) For $H>1 / 2$ and $\phi \in \mathcal{E}$,

$$
\left(K_{H}^{*} \phi\right)(s)=c_{H} s^{1 / 2-H}\left(I_{T-}^{H-\frac{1}{2}} u^{h-\frac{1}{2}} \phi(u)\right)(s), s \in[0, T]
$$
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## Derivative operator

Let $\mathcal{S}$ be the set of smooth functional of the form

$$
F=f\left(B\left(\phi_{1}\right), \ldots, B\left(\phi_{n}\right)\right)
$$

where $n \geq 1, f \in C_{b}^{\infty}\left(\mathbb{R}^{n}\right)$ and $\phi_{i} \in \mathcal{H}$.
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$$

where $n \geq 1, f \in C_{b}^{\infty}\left(\mathbb{R}^{n}\right)$ and $\phi_{i} \in \mathcal{H}$. The derivative operator is given by

$$
D F=\sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}\left(B\left(\phi_{1}\right), \ldots, B\left(\phi_{n}\right)\right) \phi_{i}
$$

## Derivative operator

Let $\mathcal{S}$ be the set of smooth functional of the form

$$
F=f\left(B\left(\phi_{1}\right), \ldots, B\left(\phi_{n}\right)\right)
$$

where $n \geq 1, f \in C_{b}^{\infty}\left(\mathbb{R}^{n}\right)$ and $\phi_{i} \in \mathcal{H}$. The derivative operator is given by

$$
D F=\sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}\left(B\left(\phi_{1}\right), \ldots, B\left(\phi_{n}\right)\right) \phi_{i}
$$

The operator $D$ is closable from $L^{2}(\Omega)$ into $L^{2}(\Omega ; \mathcal{H})$.

## Divergence operator

The divergence operator $\delta$ is the adjoint of $D$. It is defined by the duality relation

$$
E(F \delta(u))=E\left(\langle D F, u\rangle_{\mathcal{H}}\right), \quad F \in \mathcal{S}, u \in L^{2}(\Omega, \mathcal{H})
$$

## Transfer principle

Let $W$ be the Brownian motion such that

$$
B_{t}=\int_{0}^{t} K_{H}(t, s) d W_{s} \quad t \in[0, T]
$$

Then,
(1) $\operatorname{Dom} D=\operatorname{Dom} D^{W}$ and

$$
K_{H}^{*} D F=D^{W} F
$$
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Remark For $H=1 / 2, \mathcal{H}=L^{2}([0, T])$.

## Transfer principle

(1) $\operatorname{Dom} D=\operatorname{Dom} D^{W}$ and $K_{H}^{*} D F=D^{W} F$.
(2) $\phi \in \operatorname{Dom} \delta$ if and only if $K_{H}^{*} \phi \in \operatorname{Dom} \delta^{W}$ and

$$
\delta(\phi)=\delta^{W}\left(K_{H}^{*} \phi\right) .
$$

The divergence operator $\delta$ is the adjoint of $D$. It is defined by the duality relation

$$
E(F \delta(u))=E\left(\langle D F, u\rangle_{\mathcal{H}}\right), \quad F \in \mathcal{S}, u \in L^{2}(\Omega, \mathcal{H}) .
$$

Remark For $H=1 / 2, \mathcal{H}=L^{2}([0, T])$. So

$$
E\left(F \delta^{W}(u)\right)=E\left(\int_{0}^{T}\left(D_{s}^{W} F\right) u_{s} d s\right), \quad F \in \mathcal{S}, u \in L^{2}(\Omega \times[0, T]) .
$$

## Divergence operator

The divergence operator $\delta$ is the adjoint of $D$. It is defined by the duality relation

$$
E(F \delta(u))=E\left(\langle D F, u\rangle_{\mathcal{H}}\right), \quad F \in \mathcal{S}, u \in L^{2}(\Omega, \mathcal{H})
$$

## Proposition

Let $u \in \operatorname{Dom} \delta$ and $F \in \operatorname{Dom} D$ such that $(F u) \in L^{2}(\Omega ; \mathcal{H})$ and $\left(F \delta(u)-\langle D F, u\rangle_{\mathcal{H}}\right) \in L^{2}(\Omega)$. Then

$$
F \delta(u)=\delta(F u)
$$

## Divergence operator

The divergence operator $\delta$ is the adjoint of $D$. It is defined by the duality relation

$$
E(F \delta(u))=E\left(\langle D F, u\rangle_{\mathcal{H}}\right), \quad F \in \mathcal{S}, u \in L^{2}(\Omega, \mathcal{H})
$$

## Proposition

Let $u \in \operatorname{Dom} \delta$ and $F \in \operatorname{Dom} D$ such that $(F u) \in L^{2}(\Omega ; \mathcal{H})$ and $\left(F \delta(u)-\langle D F, u\rangle_{\mathcal{H}}\right) \in L^{2}(\Omega)$. Then

$$
F \delta(u)=\delta(F u)+\langle D F, u\rangle_{\mathcal{H}}
$$

## Divergence operator

The divergence operator $\delta$ is the adjoint of $D$. It is defined by the duality relation

$$
E(F \delta(u))=E\left(\langle D F, u\rangle_{\mathcal{H}}\right), \quad F \in \mathcal{S}, u \in L^{2}(\Omega, \mathcal{H}) .
$$

## Proposition

Let $u \in \operatorname{Dom} \delta$ and $F \in \operatorname{Dom} D$ such that $(F u) \in L^{2}(\Omega ; \mathcal{H})$ and $\left(F \delta(u)-\langle D F, u\rangle_{\mathcal{H}}\right) \in L^{2}(\Omega)$. Then

$$
F \delta(u)=\delta(F u)+\langle D F, u\rangle_{\mathcal{H}} .
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## Divergence operator

The divergence operator $\delta$ is the adjoint of $D$. It is defined by the duality relation

$$
E(F \delta(u))=E\left(\langle D F, u\rangle_{\mathcal{H}}\right), \quad F \in \mathcal{S}, u \in L^{2}(\Omega, \mathcal{H})
$$

## Proposition

Let $u \in \operatorname{Dom} \delta$ and $F \in \operatorname{Dom} D$ such that $(F u) \in L^{2}(\Omega ; \mathcal{H})$ and $\left(F \delta(u)-\langle D F, u\rangle_{\mathcal{H}}\right) \in L^{2}(\Omega)$. Then

$$
F \delta(u)=\delta(F u)+\langle D F, u\rangle_{\mathcal{H}}
$$

Proof : Let $G \in \mathcal{S}$, then

$$
E\left(\langle D G, F u\rangle_{\mathcal{H}}\right)=E\left(\langle D(G F), u\rangle_{\mathcal{H}}-G\langle D F, u\rangle_{\mathcal{H}}\right)
$$

## Divergence operator

The divergence operator $\delta$ is the adjoint of $D$.

$$
E(F \delta(u))=E\left(\langle D F, u\rangle_{\mathcal{H}}\right), \quad F \in \mathcal{S}, u \in L^{2}(\Omega, \mathcal{H})
$$

## Proposition

Let $u \in \operatorname{Dom} \delta$ and $F \in \operatorname{Dom} D$ such that $(F u) \in L^{2}(\Omega ; \mathcal{H})$ and $\left(F \delta(u)-\langle D F, u\rangle_{\mathcal{H}}\right) \in L^{2}(\Omega)$. Then

$$
F \delta(u)=\delta(F u)-\langle D F, u\rangle_{\mathcal{H}} .
$$

Proof: Let $G \in \mathcal{S}$, then

$$
\begin{aligned}
E\left(\langle D G, F u\rangle_{\mathcal{H}}\right) & =E\left(\langle D(G F), u\rangle_{\mathcal{H}}-G\langle D F, u\rangle_{\mathcal{H}}\right) \\
& =E\left(G\left(F \delta(u)-\langle D F, u\rangle_{\mathcal{H}}\right)\right) .
\end{aligned}
$$

